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Abstract

An inverse procedure is presented based on the improved genetic algorithm and is applied in electronic system

cooling simulation to identify heat transfer coefficients through temperature distributions. This procedure includes

forward and inverse procedures. Commercial software, I-deas (ESC and TMG), is adopted for forward computation

and uniform-micro-genetic algorithm (lGA) is for inverse procedure. lGA is global optimization but its slow con-
vergence affects its computational efficiency. A search domain narrowing operation is proposed to speed up the con-

vergence so that the whole computational procedure can be carried out within an acceptable time. As an example, an

electronic system cooling simulation, which includes fan cooling, water duct flow cooling and several printed circuit

boards inside an electronic enclosure, is carried out and the efficiency increases approximate 33%. � 2002 Elsevier
Science Ltd. All rights reserved.
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1. Introduction

Micro-electronic industry has made great process in

recent years in increasing processing speeds and de-

creasing chip size. The by-product from this process is to

accelerate a tendency to use the parts of more and more

high heat density and the equipment or devices cannot

be cooled down by natural air convection. Cooling

technology such as forced air-cooling and sometimes

water-cooling is necessary and important to guarantee a

suitable working condition for these equipments.

In situ evaluation of a cooling system is important

even to electronic system. Experimental approach has

been widely used in practice to understand how these

cooling technologies work. One disadvantage of such an

approach is its costly and time consuming. It is also

dangerous when an experimental test is carried out

within extreme environments such as high temperature,

high pressure and high velocity. Moreover, in situ test

often lacks flexibility when a sensitivity study is required

in design stage. For example, it is quite difficult to de-

termine experimentally the most suitable location of fan

and vent when an electronic system package is designed.

More important is that some design parameters, for

example the heat transfer coefficient between two con-

tacted surfaces as shown in Fig. 1, are difficult to obtain

directly through experiments. As a supplementary ap-

proach, numerical simulation for cooling system can

reduce experimental work [1] and fully understand the

physical process if all parameters and configuration are

known. It can even be used to identify some design pa-

rameters through easily acquired data like temperature

distribution. This parameter identification is usually

done by means of inverse procedure [2–5,10].

Most inverse procedures can be classified into opti-

mization processes. In recent years, genetic algorithms

(GAs) have been widely applied in solving complex
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engineering problems [5,6] where other conventional

optimization techniques fail or are not effective. The

advantage of the GAs is their capability in searching for

the global optimum instead of local optimum. This is

because GAs are based on the principle of genetics and

natural selection to construct search and optimization

procedures. This search is stochastic and global. The

search starts from a population of points rather than a

single point, which enables the search to avoid being

trapped at any local optimal point, thus realizing global

optimization and no initial guess necessary. However,

genetic algorithm is poor in convergence speed. A large

number of forward analyses are usually required. When

searching has zoomed into a localized region near the

global optimum, their convergence speed is much slower

in comparison with conventional local search tech-

niques. Thus, the key to reduce the high computation

cost of genetic algorithm is to speed up the convergence.

To improve the convergence performance, GAs are

often recommended to combine with the local search

techniques [7], where GAs perform global search to

escape from falling into local optima whilst the local

search carries out refine-tuning at the localized region.

These combination approaches can be classified into

two typical groups: (a) to run GAs until satisfactory

results and then apply a hill-climbing heuristic to achieve

the final solution, and (b) to integrate a hill-climbing

method in each generation [8]. These combination ap-

proaches are usually high computational cost because

the local hill-climbing approach still requires a large

number of extra evaluations for the objective function.

This evaluation takes considerable computation time.

In inverse procedure of coefficients identification for

electronic system cooling problem, each forward simu-

lation takes us tens of minutes which cover most of the

computation time. The reduction of calling forward

simulation in GAs is critical to save computation time.

For this, a search domain narrowing operation is pro-

posed to improve lGA performance. Being different

from above combination approaches, this operation

does not require any additional evaluation of objective

function and forward calculation, thus saving compu-

tational cost. As an example, two parameters are iden-

tified through the operation. One parameter is the heat

transfer coefficient between mainboard and CPU chip,

which dissipates high-density heat of CPU chip. The

other is a multiplier which forces convection heat

transfer between bottom printed circuit board (PCB)

and duct water flow. Temperature distribution of 20

points at chip and mainboard is pre-assumed. A com-

mercial software code, ESC and TMG in I-deas Master

Series package [9], is used to perform forward compu-

tation. Because the forward computation needs much

longer time compared to what GAs required, improve-

ment of the micro-genetic algorithm (lGA) is necessary
to find the global optimal point with smaller number of

generation. Our effort includes (a) interface program-

ming inside the I-deas using its second developing lan-

guage. This interface makes the GAs program call I-deas

modules within GAs, (b) improvement of GAs to speed

up the convergence through a search domain narrowing

operation.

2. Identification coefficients in electronic system cooling

simulation

In electronic system cooling analysis, computational

fluid dynamics and heat transfer should be analyzed.

There are two solvers named ESC and TMG for fluid

flow and thermal transfer in the software I-deas, re-

spectively. The flow solver considers nonlinear and

coupled partial differential equations with conservation

of mass, energy and momentum in general 3D geometry.

It uses an element-based finite volume method and a

coupled algebraic multigrid method to discretize gov-

erning equations. The physical models include laminar

or turbulent incompressible flow, natural convection

Fig. 1. Heat transfer at interfaces.
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and general boundary conditions for fluid flow and heat

transfer in ducts and enclosures in the electronic cooling

system.

Fluid flow is governed by the time-averaged Navier–

Stokes equations for an incompressible Newtonian fluid.

They are expressed as mass, momentum and energy

equations, respectively:
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where the Einstein summation convention is applied

(i; j ¼ 1–3). q is the material density. Ui is the Cartesian

components of mean velocity, P pressure and H static

enthalpy. SU and SH are source terms for momentum
and energy. leff and Ceff are effective viscosity and ef-
fective coefficient of energy diffusion.

Thermal transfer is governed by the heat equations as

follows:
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C is the specific heat, T the temperature and t time. Qb is
the heat flow across the control volume boundaries, Qo
the heat generated within the control volume and U the

energy stored within the region.

Heat convection through fluid is described as:

q ¼ Gij Twð � TfÞ ð6Þ

where Gij is the convective conductance from the ele-

ment i to the fluid face j, Tw is wall temperature and Tf
fluid temperature. The conductive conductance is cal-

culated as:

Gij ¼ hcA ð7Þ

where hc is the convection heat transfer coefficient and A
the overlapping area between convecting element and

fluid face. The overlapping surface area is calculated

during solution and hc is calculated from the following
equations:

Nu ¼ hcl
k

Re ¼ quml
l

Nu ¼ f ðRe; PrÞ

ð8Þ

where Nu is Nusselt number, l a characteristic length, k

the thermal conductivity of fluid, Re Reynolds number

and Pr the Prandlt number.

Thermal simulation uses a finite control volume (fi-

nite difference) method. Thermal code is tightly coupled

with flow solver. Energy is transferred at the interface of

fluid and solid between the two solvers. Control volume

is established on convection faces. Convective rate is

calculated from the thermal model to the faces of the

flow model.

As shown in Fig. 1, the heat transfer through the

contact area can be expressed as:

q ¼ T1 � T2
Rj

ð9Þ

Rj ¼
1

hA
ð10Þ

where A is the apparent contact surface, h the joint

conductivity, Rj thermal joint resistance. T1 and T2 are
the temperatures at the contacted surfaces, respectively.

q is the transferred heat. The parameter h is difficult to

be evaluated because the surfaces contact is complicated.

In electronic system cooling, most heat dissipated by the

chips will transfer to the PCB where the chips mounted.

Of course, some heat is directly convected from chips

surfaces to air. Although the temperatures of the chips

and PCB can be measured, h is still unknown because

the transferred heat is unknown. Therefore, h is in-

versely determined here.

3. Inverse procedure

3.1. Procedure for uniform-micro-genetic algorithm

Fig. 2 gives the flowchart for the identification of the

two parameters in an electronic system cooling analysis.

In the procedure, I-deas ESC module is used for forward

calculation. A small model shown in Fig. 3 is used as an

example to study the feasibility of the proposed proce-

dure. There are 330 shell elements (to simulate structures

like PCBs) and 30 water material beam elements (to

simulate water flow) in the model. There are two small

surfaces dissipating heat into the mainboard. The heat

coefficients for the two small interfaces are expressed by

h1, h2 which is to be identified. The heat is conducted to
the two edges of the surface and taken away by the water

inside water pipe.
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In a GA run, each individual chromosome represents

a candidate combination of these two coefficients, de-

noted by C. For each candidate combination, forward

calculation is carried out to obtain a set of theoretical

distribution of temperature T c. The theoretical temper-
ature data are compared with the test temperature to

form a fitness value as follows:

ERRðCÞ ¼
XN
i¼1

T ai
�

� T ci
�2 ð11Þ

where N is the number of points at which the tempera-

tures have measured, T ci the temperature at point i from
I-deas calculation, and T ai the known temperature at

Fig. 2. Flowchart for the inverse procedure by GA.

Fig. 3. Simple model for a two-interface problem.
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point i. In real application of electronic products de-

velopment, the known temperature T ai is from prototype
temperature measuring. In this paper, T ai is obtained
from a simulation instead of measurement.

Fitness value is used to determine the probability of

the candidate being chosen as a future parent. The true

combination obviously leads to minimum of error. GAs

will generate the best combination through Eq. (11) of

fitness value. The fitness value is more near to zero, the

candidate coefficients combination more approaches to

its true value.

The ranges of the two coefficients are supposed to be

within 400–900. GA program will generate a serial of

combinations for I-deas. If population size of each

generation is limited to 5 and maximum generation is

limited to 100, the best result is achieved at the 63rd

generation. At this time, h1 ¼ 660:51 and h2 ¼ 587:19.
The error function is ERR Cð Þ ¼ 1:76.
Although GA convergence for this simple model is

fast, the forward computation time is still huge. It

spends totally about 18 h in SGI Indigo2 (IMPACT

10000) workstation. Detail analysis reveals that con-

vergence speed is much slower when smaller ERR is

achieved and the identified coefficients near to true val-

ues. Fig. 4 gives the convergence speed for iteration. An

improvement is necessary for GAs to reduce the com-

putation time.

3.2. Improvement of genetic algorithms

GA is strong in global optimum search and poor in

local search. To improve the local search performance,

GAs are often recommended to combine with local

search techniques [8]. However, the local search tech-

niques usually require running forward calculation, too.

On this meaning, the local search techniques do not save

forward calculations and thus the computational time

does not reduce. A feasible scheme should be taken to

achieve: (1) less forward calculation; (2) less generations

in GAs procedure.

The first improvement is to inherit the best individual

of current generation to the next generation. That is,

lGA brings the best individual into next generation,
including coefficients combination and fitness. If the

candidate coefficients combination of next generation is

the same coefficients, it is simply assigned the fitness

value without forward calculation. For the population

number of 5, it reduces one-fifth forward calculations,

and saves nearly one-fifth calculation time.

The second improvement is to narrow search domain

once after completion of specified generations. In lGAs
running, the best ten individuals are kept, both coeffi-

cients and fitness, and re-ordered by their fitness values.

Once after G generations, the maximum and minimum

values, PMAXj, PMINj, of each coefficient are found

out from the I ðI 6 10Þ best individuals. Where j refers to
the parameter number to be identified. A new search

domain is formed as follows:

PMAXnewj ¼ PMAXj þ f �ðPMAXoldj � PMINoldj Þ ð12Þ

PMINnewj ¼ PMINj � f �ðPMAXoldj � PMINoldj Þ ð13Þ

where f is an factor, PMAXoldj , PMIN
old
j are the maxi-

mum and minimum values of each coefficient in the

previous search domain. This procedure is depicted in

Fig. 5. According to the mechanism of GAs, certain

number (G) of generations must be carried out to ensure
the recorded I best individuals include the global opti-

mization features of the problem. Our experience shows

that G ¼ 21 is sufficient. The parameter I is used to
avoid trapping at any local optimal point when the

objective function is not unimodal or not continuous.

The parameter f is used to ensure the local best indi-
vidual is not kicked out from the GAs search process.

Fig. 4. Convergence study with and without improvement.

Fig. 5. Search domain reduction and best individual genetic

scheme.
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The combination of I and f makes certain that the GAs

can find the best individual from the domain no matter

how complicated the objective function is. Smaller pa-

rameters I and f lead to faster reducing of search domain

but higher untouchability of the global optimum.

However, for engineering problems like the examples of

electronic system cooling in this paper, the objective

function Eq. (11) is nearly unimodal and continuous. So

the parameter I and f can be set to smaller values.
Several combinations of the two parameters shown in

Fig. 4. They all converge much faster than the normal

lGas, and the combination I ¼ 3 and f ¼ 0:1 is best.
The advantage over hill-climbing methods is no addi-

tional forward computation is required, thus saving

computational cost.

4. Assessment through PCB example

4.1. Problem statement

A more complicated electronic system model is

studied here to check the feasibility of the proposed

method. This system includes one fan, one vent and five

PCBs. A CPU is installed on the PCB 1 (Fig. 6). Besides

fan cooling, water duct flow cooling is introduced to

prevent the extreme temperature condition. The water

duct is finned so that more convection heat transfers

from bottom PCB to water. Two coefficients to be

identified are the interface coefficient between the CPU

and PCB 1 and a multiplier in the forced convection heat

transfer between PCB and duct water flow. In I-deas

TMG module, this multiplier is used to simulate the

convection through fins. Temperatures at 20 points lo-

cating on CPU and PCB 1 are given before.

Fig. 7 shows the finite element mesh for forward

computation. It includes 280 shell elements, 45 beam

elements and 8006 air fluid elements. The fan is defined

by air velocity and the fan cover was meshed by shell

elements. All PCBs have different heat load, especially

the PCB in the middle of the assembly has a concen-

trated heat load due to a CPU. Forced air convection

is defined by two-dimensional thin shell elements. The

small components attached in the PCBs are simulated by

surface roughness. Roughness can be specified to the

convection surfaces thereby creating drag on the sur-

rounding fluid flow. Two kinds of heat convections

are in the model: PCBs to airflow and PCBs to water

duct flow. Beam element is used to express the forced

water convection. The section of beam element and

the velocity of water flow define pump characteristics.

Boundary conditions are specified as follows: air velocity

through fan is 8 m/s; heat loads of the five PCBs are 60,

10, 5, 6 and 5 W, respectively. The heat load of the CPU

is 6 W. The roughness of the flow surfaces is defined as 1

mm. The water velocity through the pump is 0.2 m/s.

4.2. Inverse procedure

Both normal lGAs and its improvement are applied
in this problem. The maximum generation is limited to

150 for both methods and the ranges of the two coeffi-

cients are given as 0.8–2.5 and 1000–3000, respectively.

It needs totally 76 h in SGI Indigo2 (IMPACT 10000)

workstation for the normal lGAs. The best result is
obtained at the 137th generation. The multiplier is 1.80

and the heat transfer coefficient is 2000.98. The error

function reaches ERR¼ 0.0. Fig. 8 compares the con-
vergence speed before and after improvement. The

convergence speed increases around 33%. This is the

same conclusion as the simple model.

The temperature distribution is given for the identi-

fied coefficients. Fig. 9 gives the distribution of air ve-

locity. The structural temperature is given in Fig. 10.Fig. 6. Heat problem for PCB box.

Fig. 7. Finite element model for the PCB problem.
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The air temperature at cutting planes is shown in Fig.

11. They are all reasonable under working condition of

PCBs. For example, the maximum von-mises stress is

only 13.5 MPa.

5. Conclusions

An inverse procedure is developed to determine two

heat transfer coefficients in electronic system cooling

analysis. This procedure uses a commercial software, I-

deas (ESC and TMG), as forward solver to compute the

temperature and stress distributions when the two coef-

ficients are given. The inverse operation is carried out by

an improved genetic algorithm which is based on a search

domain narrowing operation. The search domain nar-

rowing operation can reasonably and effectively reduce

the search range of the coefficients and hence save the

computational time of the whole procedure. Our exam-

ples show that the parameter G ¼ 21 is adequate. The
small I and f (in this paper I ¼ 3 and f ¼ 0:1) work well
for engineering problem. Our calculation shows that this

improvement can reduce the computational time 33%.

It is believed that this procedure can be used not only

in electronic system cooling simulation, but also in other

CAE applications available in I-deas software. For ex-
ample, it can be used in the analyses of stress/strain,

natural frequency and force excitation and so on. This

approach can be employed in the engineering research

and products development widely.
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